
MATEMATIČKI VESNIK

MATEMATIQKI VESNIK

Corrected proof

Available online 28.03.2025

research paper

originalni nauqni rad

DOI: 10.57016/MV-I390kbnd
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Nasrollah Goudarzi

Abstract. This paper establishes some upper and lower bounds for Tsallis operator
entropy. Some applications are also given when A and B are bounded above and below by
positive constants.

We also corrected the error in the article by H. R. Moradi et al., published in 2017.

1. Introduction and preliminaries

A capital letter means an operator on a Hilbert space H . The 1H symbol will
denote the identity operator. An operator, X, is said to be strictly positive (denoted
by X > 0) if X is positive and invertible. For two strictly positive operators A,B
and p ∈ [0, 1], the operator geometric mean A♯pB is specified by

A♯pB := A
1
2

(
A− 1

2BA− 1
2

)p
A

1
2 ,

and we note that A♯pB = A1−pBp if A commutes with B. The weighted operator
arithmetic mean asserts that A∇pB := (1− p)A+ pB, for any p ∈ [0, 1].

Let f be a continuous function defined on the interval I of real numbers, let B be
a self-adjoint operator on the Hilbert space H , and let A be a positive and invertible

operator on H . Assume that the spectrum sp
(
A− 1

2BA− 1
2

)
⊂

o

I (the interior of I).

Then, by employing the continuous functional calculus, we can define the perspective
Pf (B|A) by appointing

Pf (B|A) := A
1
2 f
(
A− 1

2BA− 1
2

)
A

1
2 .

IfA andB are commutative, then Pf (B|A) := Af
(
BA−1

)
provided that sp

(
BA−1

)
⊂

o

I.
For related works, the reader can refer to [10].
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2 Some reverse inequalities involving Tsallis operator entropy

Tsallis relative operator entropy Tp (A|B) in the paper by Yanagi-Kuriyama-
Furuichi [11], for p ∈ (0, 1], is defined by

Tp (A|B) :=
A

1
2

(
A− 1

2BA− 1
2

)p
A

1
2 −A

p
.

Notice that Tp (A|B) can be written by using the notation of A♯pB as follows:

Tp (A|B) :=
A♯pB −A

p
,

for p ∈ (0, 1]. The relative operator entropy S (A|B) in [3] is defined by

S (A|B) = A
1
2

(
lnA− 1

2BA− 1
2

)
A

1
2 ,

as an extension of [11]. The relation between S (A|B) and Tp (A|B) and T−p (A|B)
was considered in [5] and the following inequalities was proved

T−p (A|B) ≤ S (A|B) ≤ Tp (A|B)

A−AB−1A ≤ Tp (A|B) ≤ B −A. (1)

For proofs and more facts about the Tsallis relative operator entropy, we refer the
reader to [4, 6–8].

It has been shown in [2] that the following inequality for weighted arithmetic and
harmonic operator means[

p (1− p)

(
1− min {a, b}

max {a, b}

)2

+ 1

]
Hp (a, b) ≤ Ap (a, b)

≤

[
p (1− p)

(
max {a, b}
min {a, b}

− 1

)2

+ 1

]
Hp (a, b) , (2)

for any a, b > 0 and p ∈ [0, 1], where Ap (a, b) and Hp (a, b) are the scalar weighted
arithmetic mean and harmonic mean, respectively, namely Ap (a, b) = (1− p) a+ pb,
Hp (a, b) =

ab
(1−p)b+pa .

Motivated by the above points, we establish in this paper some inequalities for
Tsallis relative operator entropy, relative operator entropy, and perspective of two
operators under various assumptions for the positive invertible operators A and B.

2. Main results

Although the following result has been shown in [9, Theorem 2.1], we give proof for
the reader’s convenience. Notice that we aim to demonstrate that this theorem is also
true under a different condition, shown in the subsequent remark.

Theorem 2.1. Let A,B be positive invertible operators and let M > m > 0 be such

that m− 1
pA ≤ B ≤ M− 1

pA, where 0 < p ≤ 1. Then
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1

−p2

[(
p (1−p)

(
1−min {M, 1}

max {m, 1}

)2

+1

)(
A

1
2 (A∇p (A♯pB))

−1
A

1
2

)
−A

]
≥ T−p (A|B)

≥ 1

−p2

[(
p (1−p)

(
max {M, 1}
min {m, 1}

−1

)2

+1

)(
A

1
2 (A∇p (A♯pB))

−1
A

1
2

)
−A

]
. (3)

Proof. If we write the inequality (2) for a = 1 and b = x ∈ (0,∞) then we have[
p (1− p)

(
1− min {1, x}

max {1, x}

)2

+ 1

]
×
(
(1− p) + px−1

)−1 ≤ (1− p) + px

≤

[
p (1− p)

(
max {1, x}
min {1, x}

− 1

)2

+ 1

]
×
(
(1− p) + px−1

)−1
, (4)

for any 0 < p ≤ 1. If x ∈ [m,M ] ⊂ (,∞), then max {m, 1} ≤ max {x, 1} ≤
max {M, 1} and min {m, 1} ≤ min {x, 1} ≤ min {M, 1}. We have(

max {1, x}
min {1, x}

− 1

)2

≤
(
max {M, 1}
min {m, 1}

− 1

)2

and

(
1− min {M, 1}

max {m, 1}

)2

≤
(
1− min {1, x}

max {1, x}

)2

for any x ∈ [m,M ] ⊂ (0,∞). Therefore by (4) we get[
p (1− p)

(
1− min {M, 1}

max {m, 1}

)2

+ 1

] (
(1− p) + px−1

)−1 ≤ (1− p) + px

≤

[
p (1− p)

(
max {M, 1}
min {m, 1}

− 1

)2

+ 1

] (
(1− p) + px−1

)−1

or, equivalently, we have

1

−p2

[(
p (1− p)

(
1− min {M, 1}

max {m, 1}

)2

+ 1

)(
(1− p) + px−1

)−1 − 1

]
≥ (x− 1)

−p

≥ 1

−p2

[(
p (1− p)

(
max {M, 1}
min {m, 1}

− 1

)2

+ 1

)(
(1− p) + px−1

)−1 − 1

]
(5)

for any x ∈ [m,M ] and any 0 < p ≤ 1. If we use the continuous functional calculus for
the positive invertible operator X with m1H ≤ X ≤ M1H , then we have from (5)
that

1

−p2

[(
p (1−p)

(
1−min {M, 1}

max {m, 1}

)2

+1

)(
(1−p)1H +pX−1

)−1−1H

]
≥ (X−1H )

−p

≥ 1

−p2

[(
p (1−p)

(
max {M, 1}
min {m, 1}

−1

)2

+1

)(
(1−p)1H +pX−1

)−1−1H

]
.
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By writing X =
(
A− 1

2BA− 1
2

)−p

, for any 0 < p ≤ 1, we obtain

1

−p2

[(
p (1−p)

(
1−min {M, 1}

max {m, 1}

)2

+1

)(
(1−p)1H +p

(
A− 1

2BA− 1
2

)p)−1

−1H

]

≥

(
A− 1

2BA− 1
2

)−p

−1H

−p
(6)

≥ 1

−p2

[(
p (1−p)

(
max {M, 1}
min {m, 1}

−1

)2

+1

)(
(1−p)1H +p

(
A− 1

2BA− 1
2

)p)−1

−1H

]
.

If we multiply the inequality (6) both sides with A
1
2 , then we get

1

−p2

[(
p (1−p)

(
1−min {M, 1}

max {m, 1}

)2

+1

)(
A

1
2 (A∇p (A♯pB))

−1
A

1
2

)
−A

]
≥T−p (A|B)

≥ 1

−p2

[(
p (1−p)

(
max {M, 1}
min {m, 1}

−1

)2

+1

)(
A

1
2 (A∇p (A♯pB))

−1
A

1
2

)
−A

]
.

This completes the proof of Theorem 2.1, since

A− 1
2

(
(1− p)A+ pA

1
2

(
A− 1

2BA− 1
2

)p
A

1
2

)
A− 1

2

= A− 1
2 ((1− p)A+ p (A♯pB))A− 1

2 = A− 1
2 (A∇p (A♯pB))A− 1

2 .

A particular case of Theorem 2.1 can be seen as follows.

Remark 2.2. Let A,B positive invertible operators and let m,m′,M,M ′ be such
that the condition 0 < m1H ≤ A ≤ m′1H < M ′1H ≤ B ≤ M1H holds. Put h:=M

m

and h′:=M ′

m′ , then we have A < h′A = M ′

m A ≤ B ≤ M
mA = hA. By (3) we get

1

−p2

(
p (1− p)

(
h′ − 1

h′

)2

+ 1

)((
A− 1

2 (A∇p (A♯pB))A− 1
2

)
−A

)
≥ T−p (A|B)

≥ 1

−p2

(
p (1− p) (h− 1)

2
+ 1
)((

A− 1
2 (A∇p (A♯pB))A− 1

2

)
−A

)
(7)

for any 0<p≤1. Notice that if 0<m1H ≤B≤m′1H <M ′1H ≤A≤M1H holds, then
for h:=M

m and h′:=M ′

m′ we also 1
hA ≤ B ≤ 1

h′A < A. Finally, from (7) we get (3).

The following result is similar to the previous theorem but for the positive parameter.

Theorem 2.3. Let A,B be positive invertible operators and let M > m > 0 such that

m
1
pA ≤ B ≤ M

1
pA. Then, for 0 < p ≤ 1

1

p2

[(
p (1− p)

(
1− min {M, 1}

max {m, 1}

)2

+ 1

)(
A− 1

2 (A∇p (A♯pB))A− 1
2

)
−A

]
≤ Tp (A|B)

≤ 1

p2

[(
p (1− p)

(
max {M, 1}
min {m, 1}

− 1

)2

+ 1

)(
A− 1

2 (A∇p (A♯pB))A− 1
2

)
−A

]
. (8)
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Proof. If we write the inequality (2) for a = 1 and b = x ∈ (0,∞) then we have[
p (1− p)

(
1− min {1, x}

max {1, x}

)2

+ 1

]
×
(
(1− p) + px−1

)−1 ≤ (1− p) + px

≤

[
p (1− p)

(
max {1, x}
min {1, x}

− 1

)2

+ 1

]
×
(
(1− p) + px−1

)−1
. (9)

for any 0 < p ≤ 1. If x ∈ [m,M ] ⊂ (,∞), then max {m, 1} ≤ max {x, 1} ≤
max {M, 1} and min {m, 1} ≤ min {x, 1} ≤ min {M, 1}. We have(

max {1, x}
min {1, x}

− 1

)2

≤
(
max {M, 1}
min {m, 1}

− 1

)2

and

(
1− min {M, 1}

max {m, 1}

)2

≤
(
1− min {1, x}

max {1, x}

)2

for any x ∈ [m,M ] ⊂ (0,∞). Therefore by (9), we get[
p (1− p)

(
1− min {M, 1}

max {m, 1}

)2

+ 1

] (
(1− p) + px−1

)−1 ≤ (1− p) + px

≤

[
p (1− p)

(
max {M, 1}
min {m, 1}

− 1

)2

+ 1

] (
(1− p) + px−1

)−1

or, equivalently, we have

1

p2

[(
p (1− p)

(
1− min {M, 1}

max {m, 1}

)2

+ 1

)(
(1− p) + px−1

)−1 − 1

]
≤ (x− 1)

p

≤ 1

p2

[(
p (1− p)

(
max {M, 1}
min {m, 1}

− 1

)2

+ 1

)(
(1− p) + px−1

)−1 − 1

]
(10)

for any x ∈ [m,M ] and any 0 < p ≤ 1. If we use the continuous functional calculus for
the positive invertible operator X with m1H ≤ X ≤ M1H , then we have from (10)
that for any 0 < p ≤ 1

1

p2

[(
p (1−p)

(
1−min {M, 1}

max {m, 1}

)2

+1

)(
(1−p)1H +pX−1

)−1−1H

]
≤ (X−1H )

p

≤ 1

p2

[(
p (1−p)

(
max {M, 1}
min {m, 1}

−1

)2

+1

)(
(1−p)1H +pX−1

)−1−1H

]
.

By writing X =
(
A− 1

2BA− 1
2

)p
, we obtain

1

p2

[(
p (1−p)

(
1−min {M, 1}

max {m, 1}

)2

+1

)(
(1−p)1H +p

(
A− 1

2BA− 1
2

)−p
)−1

−1H

]

≤

(
A− 1

2BA− 1
2

)p
−1H

p
(11)
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≤ 1

p2

[(
p (1−p)

(
max {M, 1}
min {m, 1}

−1

)2

+1

)(
(1−p)1H +p

(
A− 1

2BA− 1
2

)−p
)−1

−1H

]
for any 0 < p ≤ 1.

If we multiply the inequality (11) both sides with A
1
2 , then we get

1

p2

[(
p (1− p)

(
1− min {M, 1}

max {m, 1}

)2

+ 1

)(
A− 1

2 (A∇p (A♯pB))A− 1
2

)
−A

]
≤ Tp (A|B)

≤ 1

p2

[(
p (1− p)

(
max {M, 1}
min {m, 1}

− 1

)2

+ 1

)(
A− 1

2 (A∇p (A♯pB))A− 1
2

)
−A

]
.

Since

A− 1
2

(
(1− p)A+ pA

1
2

(
A− 1

2BA− 1
2

)p
A

1
2

)
A− 1

2

= A− 1
2 ((1− p)A+ p (A♯pB))A− 1

2 = A− 1
2 (A∇p (A♯pB))A− 1

2 .

This completes the proof of Theorem 2.3. □

A particular case of Theorem 2.3 can be seen as follows.

Remark 2.4. Let A,B positive invertible operators and positive real numbers m, m′,
M , M ′ such that the condition 0 < m1H ≤ A ≤ m′1H < M ′1H ≤ B ≤ M1H

holds. Put h:=M
m and h′:=M ′

m′ , then we have A < h′A = M ′

m A ≤ B ≤ M
mA = hA.

By (8), we get

1

p2

[
(p (1− p))

(
h′ − 1

h′

)2

+ 1
(
B

1−p
2 (Ap!pB

p)B
1−p
2 −B

)]
≤ Tp (B|A)

≤ 1

p2

[
(p (1− p)) (h− 1)

2
+ 1

(
B

1−p
2 (Ap!pB

p)B
1−p
2 −B

)]
(12)

for any 0 < p ≤ 1. Notice that if 0 < m1H ≤ B ≤ m′1H < M ′1H ≤ A ≤ M1H

holds, then for h := M
m and h′ := M ′

m′ we also 1
hA ≤ B ≤ 1

h′A < A. Finally, from (12),
we get (8).

A new upper bound for the relative operator entropy is given in the following
theorem. This estimate covers the previous bound (1) by letting t = 1.

Theorem 2.5. Let A,B be positive invertible operators. Then for any t > 0,

S (A|B) ≤ ln tA−A+
1

t
B. (13)

Proof. We use some ideas from [9, Theorem 2.4]. If f is convex and differentiable, then

f (x) ≥ f (t) + (x− t) f ′ (t) (14)

for any x on the domain of f and t > 0. Using the continuous functional calculus for
a positive operator X, we have from (14) in the operator order that

f (X) ≥ f (t)1H + (X − t1H ) f ′ (t) (15)

Now, if we take X = A− 1
2BA− 1

2 in (15), then we get

f
(
A− 1

2BA− 1
2

)
≥ f (t)1H +

(
A− 1

2BA− 1
2 − t1H

)
f ′ (t)
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If we take f (x) = − lnx in (13), and then multiplying both sides with A
1
2 we deduce

the desired result. □

Note that the sign “≥” should be reversed to “≤” in [9, Corollary 2.2] because
f (t) = tp−1

p , (0 < p ≤ 1) is a concave function. Therefore, [9, Remark 2.5] isn’t
correct.

A new lower bound for Tsallis relative operator entropy is provided in the following
theorem.

Theorem 2.6. For any invertible positive operator A and B such that A ≤ B, and
0 < p ≤ 1 we have

A
1
2

(
A− 1

2BA− 1
2 + 1H

2

)p−1

A− 1
2 (B −A) ≤ Tp (B|A) . (16)

Proof. Consider the function f (t) = tp−1, 0 < p ≤ 1. It is readily to check that f (t)
is convex on [1,∞). We also have

∫ x

1
tp−1dt = xp−1

p . On the other hand, by utilizing
the left-hand side of Hermite-Hadamard inequality, one can see that(

x+ 1

2

)p−1

(x− 1) ≤ xp − 1

p
, (17)

where x ∈ [1,∞) and p ∈ (0, 1].

By taking x = A− 1
2BA− 1

2 and then multiplying both sides by A
1
2 in (17) we

deduce desired inequality (16). □

Remark 2.7. Easy computations reveal that 1 − 1
x ≤

(
x+1
2

)p−1
(x− 1), i.e. Theo-

rem 2.6 provides an improvement for the first inequality in (1).

Theorem 2.8. For any invertible positive operator A and B such that A ≤ B, and
0 < p ≤ 1 we have A♯pB −A♯p−1B ≤ Tp (B|A).

Proof. Assume that f is convex and differentiable. Whence

f (t)− f (s) + f ′ (t) s ≤ f ′ (t) t. (18)

By taking into account that f (t) = −tp, p ∈ [0, 1] is convex and s = 1 from (18) we
infer tp − tp−1 ≤ tp−1

p . We obtain the desired result using arguments similar to those

in the proof of Theorem 2.6. □

Remark 2.9. Define gp (t) = tp − tp−1 − 1 + 1
t . This function is always positive,

i.e. 1 − 1
t ≤ tp − tp−1. Thus, we can conclude that Equation 19 improves the first

inequality in (1).

We close this paper by presenting the lower and upper bound for Pf .

Theorem 2.10. Let A,B be two positive and invertible operators and let f : [m,M ] → R
be a convex function. If mA ≤ B ≤ MB for some scalars 0 < m < M , then

Pf (A|B) ≤ MA−B

M−m
f (m)+

B−mA

M−m
f (M)
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−
(
1

2
A− 1

M−m
A

1
2

∣∣∣∣A− 1
2BA− 1

2−m+M

2
1H

∣∣∣∣A 1
2

)(
f (m)+f (M)−2f

(
m+M

2

))
and

MA−B

M−m
f (m)+

B−mA

M−m
f (M) ≤ Pf (A|B)

+

(
1

2
A+

1

M−m
A

1
2

∣∣∣∣M+m

2
1H −A− 1

2BA− 1
2

∣∣∣∣A 1
2

)(
f (m)+f (M)−2f

(
m+M

2

))
.

Proof. In [1] it has been proved that

min {p1, p2}
(
f (x)+f (y)−2f

(
x+y

2

))
≤ p1f (x)+p2f (y)−f (p1x+p2y) , (19)

and

p1f (x)+p2f (y)−f (p1x+p2y) ≤ max {p1, p2}
(
f (x)+f (y)−2f

(
x+y

2

))
, (20)

for every convex function f on an interval I and x, y ∈ I, p1, p2 ∈ [0, 1] such that
p1 + p2 = 1. Putting p1 = t−m

M−m , p2 = M−t
M−m , x = M and y = m, in (19), it

follows that

f (t) ≤ M−t

M−m
f (m)+

t−m

M−m
f (M)

−
(
1

2
− 1

M−m

∣∣∣∣t−m+M

2

∣∣∣∣)(f (m)+f (M)−2f

(
m+M

2

))
(21)

due to min
{

M−t
M−m , t−m

M−m

}
= 1

2 − 1
M−m

∣∣t− m+M
2

∣∣. By (21), we infer that

f
(
A− 1

2BA− 1
2

)
≤ M1H −A− 1

2BA− 1
2

M−m
f (m)+

A− 1
2BA− 1

2−m1H

M−m
f (M)

−
(
1

2
1H − 1

M−m

∣∣∣∣A− 1
2BA− 1

2−m+M

2
1H

∣∣∣∣)(f (m)+f (M)−2f

(
m+M

2

))
.

Multiplying both sides of the above inequality by A
1
2 , gives

Pf (A|B) ≤ MA−B

M−m
f (m)+

B−mA

M−m
f (M)

−
(
1

2
A− 1

M−m
A

1
2

∣∣∣∣A− 1
2BA− 1

2−m+M

2
1H

∣∣∣∣A 1
2

)(
f (m)+f (M)−2f

(
m+M

2

))
.

On the other hand, it follows from (20) that

M−t

M−m
f (m)+

t−m

M−m
f (M)

≤ f (t)+

(
1

2
+

1

M−m

∣∣∣∣M+m

2
−t

∣∣∣∣)(f (m)+f (M)−2f

(
m+M

2

))
,

since max
{

M−t
M−m , t−m

M−m

}
= 1

2 + 1
M−m

∣∣M+m
2 − t

∣∣. Applying the same method as in
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the above, we get

MA−B

M−m
f (m)+

B−mA

M−m
f (M) ≤ Pf (A|B)

+

(
1

2
A+

1

M−m
A

1
2

∣∣∣∣M+m

2
1H −A− 1

2BA− 1
2

∣∣∣∣A 1
2

)(
f (m)+f (M)−2f

(
m+M

2

))
,

as desired. □
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